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[1] The variance covariance matrix of a 3-dimensional random vector X =( Xy, X,, X3)'
is given by

25 -2 4
X=|-2
4 1

(a) Find the correlation matrix.

(b) Find the correlation between X, and %+%

[2] Suppose X :(Xl,....,Xp)' is a p-dimensional random vector with E(X )= and
Cov(X)=ZX. Find the covariance matrix of the random vector Z = (91)5 ...... .G X );

where c; € R®P are vectors of constants.

R is the sample correlation matrix.

[4] Suppose the random vector X is such that E(X)=x and Cov(X)=%. Find

)
E()g )~<) Let Y be another random vector with E(Y)=¢ and Cov(X,Y)=Zyy.

Derive E(\[ )5)

[5] Suppose the observed data matrix for a 3-dimensional random vector is given by
-1 25

=3 4 2|
-2 2 3
(a) For the observations on variable X,, find the projection on 1.
(b) Find the deviation vectors and link them with the sample standard deviations.
(c) Calculate the angle between the deviation vectors d; and d,.
(d) Using the deviation vectors d;, d, and ds, find SE—Xl'and verify whether it is

of full rank.
(e) Find the generalized sample variance and the total sample variance.




[6] Suppose the mean vector and covariance matrix of X :(Xl, Xy, X3, X4)' is given by

4 30 2 2
ﬂ_32_0110
~ 12 2 1 9 -2

1 2 0 -2 4

Let X :(Xl,XS)' and X, —(X,,X,) be 2 subvectors; A=(1 2) and
1 -2
B= .
2
(2) Find Cov(A Xy ), Cov(B X)) and Cov(AX (1), BXy)).
(b) Find the joint distribution of A)~((1) and B )5(2) if X~ N4(;~¢,Z).

() With X ~ Ny (%), find the marginal distributions of X and X, and the

conditional distribution of X ) given X ).

[7] Suppose the covariance matrix of a 3-dimensional random vector X is given by
2 2

o PO 0
 =|po? o po? ;|p|<%
0 ,062 o?

Suppose the underlying random vector is N3(Q,Z), find the joint distribution and the
marginal distributions of the principal components.

[8] Determine the population principal components Y; and Y, for the covariance matrix

5 2 ,
2:(2 5) Further, find py x, and py, x,.

[9] Let X,,..., X, be arandom sample from N,(0,%), £>0. Define the pxn data
matrix X as X =(Xg,...., X;,)

(a) Find the distribution of Lj(ln —111']9 ,where U =(Uj,..,U,) with U; =a';,
n
i=1)n, aeRP a=0.

(b) Find the distribution of X b, b e R" such that b b=1.
(c) Find the distribution of b X =X b.




[10] Let Yp,Yy,...,Y, be independent and identically distributed random variables with
mean 0 and variance o*. Define X; =Y, +Y,;i=1(1)p.

(a) Show that there is a principal component of X :(Xl,..., Xp)‘ that is proportional

to X =11'>5 .
P
(b) Show that the above principal component is in fact the first principal component.

[11] Let Xq,..., X, be a random sample from a p-dimensional multivariate population
with mean vector . and covariance matrix X. Let X =(Xy,.., X,) be the pxn
data matrix. Prove or disprove

“ns, =x(|n—%1n1,}jx'"

where, S,, is the sample variance covariance matrix with divisor n.

[12] Let X ~ Np(Q,E), where X is a singular matrix of rank r < p and 3 a non singular
px p matrix H >

(1,0
HXH = :
0 O
If B isag-inverse of X, find the distribution of )§'B X.

[13] Let Xy, X, Xy be iid. Ny (p, 01,
BB =1,.

(a) Find the distribution of

) and Bis kxm matrix of constants with

T

L . T L
D2 BX; (2% —a) (X;-ae) and Gi) 2 (X - ) (X - 1) -
=1 i= j=1
(b) Let Y =B X,, find the distribution of Z=()~(I)~(n—\fT\[). Are Zand X,
independent? Are Z and Y independent?
[14] Let X;, i=1,...,n be independently distributed as NP(/f,Z). Find the distribution

n
of > a X;;where &,....,a, are real.
i=1




[15] Let X =(Xy, Xy, Xg)' be distributed as N3(x,%),

[16] Find the joint probability density function of (X + X,, X; — Xz)' :

3 2
[17] Let X ~ Nz(g,z) with z and =[2 2]. Find the distribution of
2 32
Y = Xl +§X2 —2X1X2.

[18] Suppose Y ~ N, (X M, In), where X isa nx p matrix of constants and U isa

: R
px1 vector of constants. Find the distribution of Y [In - X (X X) X ]\[ .

[19] Suppose X ~ Nz(g,z) with g:(2,2)' and £=1,. Consider A=(11) and
B=(1,-1). Verify whether AX and B X are independent.

[20] Let Xq, X5,..., X,,be a random sample from a population which is Np(g,Z) .
(a) Derive the sufficient statistic for 4 when £ =%, is known.
(b) Derive the sufficient statistic for £ when u = 1.
(c) Check whether the derived sufficient statist~ic aNre unbiased estimators for the

corresponding unknown parameters.
[21] Suppose that the distribution of the mxm random matrix A is Wishart W, (n,%),

>>0. Let A & X be partitioned as

A:(Aﬂ AIZJ &Zz[zll 2:12]
A21 A22 221 222

A &Zarekxk, A, &, are kK x m-k, Ay & 2,4 are m-k x k and
Ay, & Z,, are m-k x m- K. Find the distributions of A; & A,,.




[22] Let Xy, X5, ..., X, be @ random sample from a population which is Ny, («,Z) . Define

the nxm data matrix as

X

X
o
X

Prove that nS, :(X -1

[23] Suppose that the distribution of the mxm random matrix A is Wishart W, (n,),
> >0. Let ® be an mxm symmetric matrix of full rank. Prove that
i m .. \-N/2
E exp(tr—Ad)D: [T(1-14; :
( ) j:l( J)

where, 4,..., 4, are the eigen values of V2 p3¥2,

[24] Let A be a Wishart W, (n,Z). For a kxm non random matrix of full row rank, M,

find the characteristic function of M AM .

[25] Let X, X5,..., Xbe a random sample from a population which is N, (4, %) .
Derive the distribution of

SX/X'z

z><|_
X
X

[26] Let A bea Wishart W, (n,X). Find an unbiased estimator of 1,

[27] Let X;,X5,..,X, be a random sample from Nm(,g,z), 2>0. Define a
transformation X Y =AX+ 4, A isa mxm non singular matrix of constants
and g is a vector of constants. Show that Hotelling’s T2 statistic for testing

Ho:p= o against Hp:p# iy based on X =(Xq, X5,..., X,) and that based on

-<
Il
—_—
<<
-

Yo,.nY n)are the same.




[28] Suppose X.7,..., X% be a random sample from Np(g(”, Z) and X2, ..., X

random sample from N, (éz(z), Z), £>0.
(@)Under the condition that x®=4®, find the distribution of

(X1—X3) S,7(X1—X;). Where, X; and X, denote the sample mean vectors
and S, is the pooled sample covariance matrix.
(b) Derive the appropriate test statistic based on Hotelling’s T2 statistic for testing
Hg :,zf(l) = g(z) against Hp :g(l) # /f(z)_
(c) Obtain 100(1—a)% confidence regions for /f(l), g(z) and g(l) —g(z).

[29] Let X4, X5,..., X, be a random sample from a population which is N,, (g,z) , 2>0.

Derive the testing procedure for testing Hg : 24 = 4, ;1 =1(1)m against H 4 :at least
one such relation does not hold.

[30] Let X, X5,..., X, be a random sample from Nm(;f,z), T =diag (o1, O ) -
Obtain a simultaneous confidence interval for 4 —u, and 4 + 15, such that the
joint confidence is exactly 100(1-«)%.

[31] Let X4, X5,..., X,, be a random sample from Nm(y,z), > >0. Using Bonferroni’s
approach, construct simultaneous confidence intervals of confidence level at least
90% for 4 — py, and u, — py_y uUnder the following scenarios;

(a) the two contrasts are given equal importance and
(b) importance of the contrast z4 — 4, is three times that of the contrast z, — s, .




