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Problem 17
Consider the vector random variable Y given by

Y={Y, Y, Y,}.ItisgiventhatY isnormal with
mean vector x and correlation matrix R given by

(1) 4 -1 6|
p=12p andR=(YY')=|-1 9 0 |.

3 6 0 19

We now form the random process
X (t)=Y, +Y,t+Y,t°

Find the mean, autocorrelations and cross correlations
of X (t) and X (t).




DefineN(t):[l t t]:>X(t

)=

1
(X(t)=N(t)(Y)=|1 t t*|s2p=1+2t+3t7

3

(X (t))=(B+2Ct)=2+6t

(X(6) X (t)) = N" (L) (YY) N (t,)

4 -1 6(1

=[1t €]]1 9 ofi,i=[1t ]

6 0 19/t

L) =4-t —t, +9tt, + 6t +6t; +19t7t;
<X2 >: 2t +21t* +19t*

(4-t, +6t2)

-1+0t,
- 6+19t;

'




(X (t))=1+2t+3t7

Rux (t,1,) =4—1t —t, +9tt, + 61" +6t; +19t7t;
(X?(t))=4-2t+21t° +109t"

o7 (t)=4-2t+217 +19t* —(1+ 2t +3t%)

=4 -2t +21t° +10t* — (1+4t* + 9t* + 4t + 6t° +12t°)
= 4-6t+11t" —12t° +19t"




Ry (t,1,) =4—1t —t, +9tt, + 61" +6t; +19t7t;
(X ()X (t,))= a% Ry (1,1, ) = =149t +12t, +38t2t,
2

Check
(X (6) X (1)) = (Yo + Yot + Yot ) (Y, + 2Yst, ) )
=—1+12t, +9t, +38tt, (ok)

. . 0
(X ()X (t,)) =——Ra (t,,t,) =9+ 76tt,
1~ ™2




Problem 18
Consider the random process X (t) =aexp| j(Qt-©)]

where a = deterministic constant, | = J-1,
Q = is a random variable with pdf p, () and

characteristic function @, (1), and
®=a random variable that is independent of €2 and
distributed uniformly in (-7, ). Show that

R, (7) is proportional to @, (1), and

oS, (@) is proportional to p, (@)




X (t)=aexp| j(Qt-0)]
(aexp(jQt-0))=a(exp(jQt))(exp(-j©))=0
(X (t)X"(t-2))

=a’ (exp[ j(Qt-0) Jexp[-j(Qt-Q1-0)])
=a’ (exp[ jQA])

Ry, (2) =2, (1)

S () = [ 220, (1)exp(— jod)d 4 = a*p, (o)



Problem 19: A random process Y (t) is given by
Y(t)=X(t)+2X (t-7)+ X (t-27)

where X (1) Is a zero mean stationary random process

with PSD function

C
Sxx (a)): 2+ o

Determine the PSD function of Y (t).




Y(t)=X(t)+2X (t-4)+ X (t-21)

= (Y (t))=(X (t)+2X (t-7)+ X (t-2r)) =0
Y(t+7)=X(t+7)+2X (t-A+7)+ X (t-24+7)

(Y ()Y (t+7)) =Ry (7)+ 2R (—A+7)+Ryy (-24+7)

+2Ry (7+4)+4Ryy (7)+ 2Ry (—A+7)
+Ryy (7+24)+ 2Ry (A+7)+ Ry (7)

+Ryy (7—24)+ Ry (7+24)




S () :]iR(f)exp(—ia)r)df

Consider j R(z+a)exp(-iwr)dr

T u)exp(-iw(u-a))dr

=exp( |a)aj u)exp(—iou)dz =exp(iwa)S,, (@)



_ R(r)exp(—ia)r)dr =S (a))

R(z+a)exp(—iwr)dr =exp(iwa)Sy, (@)

R, ()= 6Ry (£)+ 4Ry (z—2)+ 4R, (£ +2)

+Ry (7—22)+ Ry (7+24)

= Sy (@) =68,y (@) +4Syy (w)| exp(iwd)+exp(—iol) |

+S4x (@)| exp(2iwA)+exp(-2iwd)
| 6+8cos(@wA)+2c0s(2wA) |

| 6+8cos(@A)+2c0s(2wA) |






Problem 20

Consider two independent random processes X (t) and Y (t)
which have zero mean and are stationary. Define
Z(t)=X(t)Y (t—4)where 4 is a deterministic constant.
Determine PSD function of Z (t).

X(t)Y(t-2)

=(X ()Y (t=2))=(X ()Y (t-2))=0
+7))=(X ()Y (t-2) X (t+7)Y (t-A+7))
(X)X (t+7)Y (t=A+7))(Y (t-2)Y (t-2+7))
R,, (z') = Ry (r) R,y (2')
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Problem 21
A simply supported beam of span L carries a distributed
load f (x). The load Is modeled as a segment of stationary

random process as f (x) = F, | 1+ &&(x) | such that

(£(x))=0and (£(x)&(x+7))=5(r). Determine the
following

eBending moment at midspan

eJoint pdf of reactions at the two supports.
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Similarly one can study

:%I(L—x) Fo| 1+ (x) | dx —z(%—xj f (x)dx

Exercise: complete the characterization of M,




Problem 22
A cantilever beam carries a randomly distributed load
as shown below. The load q(x) i1s modeled as

q(x)=0y[1+&f(x)];(f(x))=0&

T

<f (%) f (x2)> :Ziexp[—%(xf + xzz)}

Determine the bending moment at a section x
measured from the free end.

>
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x)=0e’ [ [ (x=&)(x-&) iexp[——(fl +& )}dfldfz
¢ 1
! — xp[——(é +& )}dfldfz

1 2 2
, exy [—5(51 L& )}dfldfz

T
1
27T

NAN

]
|
|

[—3(55 +5§)}d§1d52

+qo jjé:lfziexp[__(fl "'52 ):|d§1d§2
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Problem 23

A cantilever beam of span L carries a series of
concentrated loads. The point of application of these
loads are distributed as Poisson pointson O to L. The

magnitude of the loads are modeled as a sequence
of 1id-s with a common Rayleigh distribution with
paramter o. Determine the characteristic funciton of the

reaction R.

24
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n=1

" Ny
R:an:>(I)R(a)):<exp[ia)R]>=<€Xp ia)nZWi >

= P[N(L):O]+g{exp{imnzk;wi} N(L):k}P[N(L)z
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Problem 24

Verify if

R(t,t,)=Bexp|-alt, -t |sin(y]|t,-t])

can be a valid autocovariance function of a zero mean
random process. It is given that «, 3,7 > 0.

Required characteristics

R(t,t,)=R(t,,t)

oR(t,t)>0

o|R(t,.t,)| <R(t,t)R(t,t,)

No, since the function is not positive definite;
notice R(t,t)=0
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Problem 25

Consider X (t) to be a stationary random process with
zero mean. Define Y (t) = X (t)+a(t) X (t- 1) where

A and a(t) are determinisitc. Determine autocovariance of
Y (t). It is given that

Ry (Z') =0’ EXp(—Ol‘TD[l+ ,3‘2":'

28



Y(t)=X(t)+a(t)X(t-2)
(Y(O)=(X(t)+a(t)X (t-2))=0




~afe|)[1+ Bl
d% Rex (7) = —ao exp(—a|r)san (7)[1+ B¢ ]
+o” exp(—alz|) Bsgn(7)
— o2 ex al [—a sgn(z)+sgn(7) S|z|+ Bsgn (r)}
— 52 ex ( T sgn(r)[ﬂ—a+ﬁ‘zﬂ

Use

san(r)=U (1) ()& "2 51

2

and derive dd—rz Rux (7)



Problem 26
An undamped sdof system is set into free vibration
by imparting random initial displacement and velocity.

Characterize the system response. Determine the conditions
under which the response can become stationary.

31



X+o°x=0;x(0)=u;x(0)=v

= X(t) = Acos wt + Bsin ot

= X(t)=ucos wt + Y sin o
0,

X (t > u)cos ot + <V>sin ot
[0,

t)x t+r>

X
[u cos wt +—S|n a)t}[u cos o (t +r)+lsin o(t +r)}>
),

(uv)

(x(
(x(
Ry (T, )=< >cosa)tcosa)(t+r)+7cosa)tsma)(t+r)

2
<uv>sm cotcosa)(t+r) <V2> sin wt sin a)(t+r)
aQ 0,




R (t’f) = <UZ>C05 @l COS a)(t +T)+@COS wt sin a)(t -I-Z')

vy

) )

sinawtcosw(t+7)+
)]

sin wt sin a)(t + r)

Take (uv) _ .

=R, (t,7)=0" [cos wtcosw(t+7)+sinwtsinm(t +r)]
Rxx (t’ T) — Rxx (T) = 02 COSwrt

—> Conditions for existence of stochastic steady state are

2
0

<u>=0,<v>:0,<uv>:0&<u2>:<V2>=02
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Problem 27
An input f(t) =0 fort<0and f (t) =exp(-2t) fort >0
to a linear system produces the output

y(t)= %[exp(—Zt) —exp(—4t) |. The system is now

excited by a Gaussian white noise excitation with unit
strength. Determine the PSD of the steady state response.
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f (t) =exp(-2t)U (t)
1
2+1w

y(t)= %[exp(_zt)_exp(_m)]u (t)

Y (0)=5| 5 |-
2| 2+l 4+1lw

= F(w)=

11 1 1
2|2+l A+lw :1[1_2+ia)} 1

1 2|7 dtiw | 4+iw




Notice
X+ fx=exp(—at);x(0)=




Problem 28
Consider a random process

X (t)=Psin(t+d)+Y (t)
where P Is determinstic, @ 1S a random variable
distributed uniformly in0to 2z, and Y (t) Is a

zero mean stationary Gaussian random process.
It may be assumed that Y (t) and ® are independent.

Determine the joint pdf of X (t) and X (t).
Are X (t) and X (t) uncorrelated? independent?
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X (t+r)>:<[F sin(t+CD)+Y(t)][F Sin(t+r+CD)+Y(t+z')]>

F2 <sin(t+CD)sin(t +r+CD)>+ Ryv (7)/

2

%0031+ R (7)

= X (t) IS wide sense stationary




(t+@)+Y (1)
=Fcos(t+®)+Y (t)
— ¢) = Pyy (y1 y)‘VZX—FSin(t+¢)

y=X—F cos(t+¢)

1

207

{(x— Fsiny) +(x-F cosw)z}}dw
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270"

—exp

—exp

1

20

1

20

{x Fsiny) (X—Fcosz//)z}}dl//

2{x + X +F?

e aar

1 ][' exp[_F{xsim//+ Xcosw}
27 < o

F . -
I{zm ;0 <X, X <0
O

X (t)=Fsin(t+®)+Y(t)

= Py (x| @ =¢)=

:T Py (X|D=¢)p

=Tpx(X|<D=¢)P(¢)

1

27O exp{— 2
)dg //
dg /!

12{x—Fsin(t+¢)}2}

|av




It can be verified that

Py (X %) # Py (X) Py (%)
Remark

o X (t) and X (t) are uncorrelated because they are stationary

random processes.
X (t) and X (t) are not independent

41



Problem 29
Let X (t) be a random process with (X (t)) = s, (t)

and ([X (t)- s (1)]) = % (t). Show that

—_—

PDX (t)— sy (t)‘zg for somet in aStsb]

1

Sz—gz[ai (a)+ oy (b)]+g—12;fax (t)oy (t)dt;e>0

Note: This is the generalization of ChebycheV's inequality
for random processes.
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nave for a random process Y (t)

[squ ()} | Prove this|




We have

1

Efluv]<{e[u* Je[v*]}*

—

E{squz(t)}S%E[Yz(a)JrYz(b)]

a<t<b

1
2

cor d 5
E{EY(U)} -

Substitute Y (t) = X (t)— #, (t) in the above to get
the required result.




Problem 30
Let X (t) be a stationary random process with zero mean
and autocovariance function given by

Ruc (7) = Fa eXp( 2

eHoOw many times can we differentiate this process?
eDetermine P[X (1)< 0.75] if it is given that the

process is Gaussian and o=1.

45



= R, (7) is differentiable at =0 for

all orders.
— X (t) is differentiable to any order n
(in the mean square sense)




| ...0_1

p, (%)= exp(—l 27z>'<2j = exp(—ﬁxz)
2 A

P[X (1)< 0.75} = szsexp(—nxz)dx :@




Problem 31
Let N(t) be a Poisson random process with arrival rate A.

Define X (t) = (-1)"".

Determine the mean and covariance of X (t).
Note: X (t) IS known as semi random telegraph signal.
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X (t)=(-1)"".

¥ (1) — 1IfN(t)=0or N(t) is even
~ ()_{ _1if N(t) is odd

P[ X (t)=1]=P|[N(t)=0o0rN(t) is even |

= exp(—At) _1+ (M)Z + (M)4

2! 41

P[x(t)z—ﬂzp[N(t)isodd]
PR o

T :exp(—/lt)_ggh_/@t,
_/ =

=exp(-At)| At+

3! ol

<X(t)>:P[_X (t)=1](1)+P

= exp(—At)[cosh At —sinh At]

+--- | =exp(-At)sinh At

X (1) =-1](-1)

— 2exp(—24t) J



X (t) X (t+7)=1if there are even number of

occurrencesinttot+r.
X (t) X (t+7)=—1if there are odd number of

occurrencesinttot+r.
—

(X ()X (t+7))=

(A7)

oy = eXp(—Z/IT)

(1) > exp(-Ar) +(-1) > exp(-A7)

n even - n odd

= Ry (Lt+7) =Ry (7) = eXp(_ZMT‘)//




Problem 32

A random walk Is performed on a two-dimensional plane with a
uniform step size of A. At every step the direction ¢; IS a random
variable. ¢;-s can be taken to be an iid sequence with a common pdf
that Is uniformly distributed in 0 to 2. Find the distribution of the

X-coordinate after n steps.

L O
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<exp(iwAcosaJ )>:2—jexp(iwAcosaj)daj =J,(wA)
7T 0

e

= O, (m)z[Jo(wA)]”//

p(/lzziz[\lo (wr) ] exp(-iex) da/
:%I[JO(wA |' coswxda //




D, (@)= Jq(en)]

P, (X):ET J, a)A)} coswxdw

A°@° A4a)4 !
( SPYIE _j

ConS|der the limit n — oo such that A\/ﬁ — C.

n Cza)2 C4a)4 n
[‘]o(wA):l :(1_ N2 +n22242 _j

:(1_ C’w
n2

1 [ xz)_

o
Jrce

C
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Problem 33
Let the time interval O to T be divided into a sequence of
equal intervals of length T. Consider a sequence

of n Bernoulli trials with P(success):%. Define

—1 if failure on n™ trial

1 if success on n™ trial
X (t) :{

}(n—l)T <t<nT

Find mean and autocorrelation of X (t).

Furtheremore, let e Q(_e a random variable distributed
uniformly in 0 to T and independent of X (t).

Define Y (t) = X (t-e). Determine the mean and
autocorrelaiton of Y (t).




o .
1 if success on n™ trial
—1if failure on n" trial

zlxi—lxizO L

2
1

L(n-1)T <t<nT

1

><—+(—1)2><—:l(/

2 2

1if (n-1)T <t,t, <nT
0 otherwise




—E|E[ X (t,-&)X (t, - &) ¢]]

E| X (t-&)X (t,—¢)|e |=0if [t ~t,|>T

If [t —t,|<T

E| X (t,-&) X (t,—¢)¢ |=

9

\/‘/

life<T -t —t,

0 otherwise



= E[Y (t,)Y(t,) |=1xP|e<T-[t,-t,]

—1— ‘tl_tZ‘

T




Problem 34
Given a postive function S(w) find a stochastic process

whose PSD is S(w). |Existence theorem]

Determine a LTI system with H(iw)=,/S (@) and

pass a zero mean stationary Gaussian white noise with
unit strength through this system. The output process

would be a zero mean stationary process with PSD:S( )
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Alternative

o0

Determine a* = j S(w)dw and define f (o) =

—00

Clearly, f (@ >o&j w)do=1; also, f (0) = f (-o)

= f (w) has the properties of a pdf of a random variable.
Let X (t) = acos(wt +¢) where @ and ¢ are random variables
with @ ~ f (a)),¢ ~U [O,27z],&coJ.¢.

(X (t)) =0 [Prove it; start with finding mean conditioned on o]

(X)X (t,))= TTacos ot +p)acos(wt, +4)p,, (@, ¢)dwdg

2— _[ coswrf (w)do=S,, (w)=a’f (w) [OK]

—
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x(t)

/ Remarks

ePSD is an ensemble property

from two different

0.8+

0.6+

0.4+

0.2

-0.2

0.4}

0.6+

-0.8+

processes having the
same mean and PSD function.

7 e T hese two time histories
| represent samples

XY = ac Cos(lk+p)




Remark
The following three processes share the same form of PSD

The sample realizations are dramatically different.

W YY) W\\AGQ

oX (t)=(- ) - N (t) : Poisson process with rate A

oX (t)=cos(wt+¢);m~— S(a)) ¢~U[O,27z];a)J_¢

— Vs

o[Steady state response] X +aX = &(t); X (0) = X,
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Discussion on properties of processes with
Independent increments
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